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Highlights

Centaur LLM outperforms audio–language models; 
hybrid CLAP → Centaur pipeline achieves the closest 
match to human responses

Contrastive learning audio–language models 
(CLAP, MuQ-MuLan) match prior state-of-the-art 
and enable zero-shot inference

We evaluated how well AI models capture human
responses in timbre–related cognitive experiments

Background

Research Questions

Data for Timbre Emotion Recognition
References

Timbre-related behavioural experiments provide a 
valuable and novel benchmark for foundation models   

Music AI has been tested on generation and high level 
understanding, but not music cognition 

Centaur outperforms Llama: fine-tuning on human judgements 
improves performance for music cognition

Broad pre-training data helps in music cognition tasks

Hybrid pipeline combining CLAP model with LLMs show promise 
as alternatives to end-to-end models
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How well do foundation models capture responses in
timbre emotion and instrument recognition experiments?

Is the combination of audio–language models with LLMs 
better than each on its own?

Affective descriptors for timbre (Korsmit et al. 2023): 
59 tones × 26 instruments, 263 listeners, four sub-
experiments (Induced/Perceived × Dimensional/Discrete)

Results: Model Comparison

Conclusions
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